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Ugŭr Bozkaya*,†,‡ and Ilker Özkan*,‡
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ABSTRACT: In this research, a comprehensive theoretical investigation of the thermal
rearrangements of 1-hexen-5-yne, 1,2,5-hexatriene, and 2-methylenebicyclo[2.1.0]pentane is
carried out employing density functional theory (DFT) and high level ab initio methods, such
as the complete active space self-consistent field (CASSCF), multireference second-order
Møller−Plesset perturbation theory (MRMP2), and coupled-cluster singles and doubles with
perturbative triples [CCSD(T)]. The potential energy surface (PES) for the relevant
system is explored to provide a theoretical account of pyrolysis experiments by
Huntsman, Baldwin, and Roth on the target system. The rate constants and product
distributions are calculated using theoretical kinetic modelings. The rate constant for each
isomerization reaction is computed using the transition state theory (TST). The
simultaneous first-order ordinary-differential equations are solved numerically for the relevant system to obtain time-
dependent concentrations, hence the product distributions at a given temperature. Our computed energy values (reaction
energies and activation parameters) are in agreement with Roth’s experiments and the product distributions of Huntsman’s
experiments at 340 and 385 °C with various reaction times, while simulated product fractions are in qualitative accordance
with Baldwin’s experiment.

■ INTRODUCTION
Huntsman et al.1,4−6 carried out the interconversion of 1-hexen-
5-yne (1) and 1,2,5-hexatriene (2) and observed that
methelenecyclopentenes (5 and 6) were formed at the expense
of the triene (Scheme 1). They also estimated the activation

energy as 32.7 kcal mol−1 for the rearrangement of 1 to 2.
Further, Huntsman et al. predicted an activation energy of
37.2 kcal mol−1 for the rearrangement of 2 to 5 and 6.
Moreover, they observed that the ratio of methelenecyclopen-
tenes is [6]/[5] = 1.27 (Table 1).
In 1988, Andrews and Baldwin2 observed that pyrolysis of

2-methylenebicyclo[2.1.0]pentane (4) at 253 °C yields 2, 5,
and 6 with the ratio of [6]/[5] = 1.4, which is consistent with
Huntsman et al.’s predictions (Scheme 2). Further, they observed
four major components in the reaction mixture, which are 2 (34%),
4 (11%), 5 (23%), and 6 (32%). Andrews and Baldwin pre-
dicted that the activation energy for the conversion of 4 to

products was 36 kcal mol−1, which was estimated by a gas
chromatographic method. In a 1989 study, Roth et al.3

determined the activation energies for the three reactions in
the pyrolysis of 2-methylene bicyclo[2.1.0]pentane (Scheme 2)
as 36.5 (4 → 2), 35.8 (4 → 5), and 35.8 kcal mol−1 (4 → 6).
The 1-hexen-5-yne (1) molecule is an important species,

which is a cornerstone for several interesting systems, such as
the Dalacker−Hopf mechanism,7 and Berson trimethylene-
methanes (Berson-TMMs).8−31 Our recent studies verified that
the enyne 1 plays a central role in connecting the two portions
of the reaction path in Berson mechanisms.27 Further, the 1
molecule is also an prominent compound for acetylenic Cope
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Scheme 1. Huntsman’s Mechanism

Table 1. Huntsman’s Results

temp (°C) contact time (s) 1 2 5 6

340 62 29 65 2 3
340 130 24 62 6 8
340 150 20 50 13 17
385 62 10 22 30 38

Scheme 2. Baldwin’s Mechanism
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rearrangements.32−35 Theoretical studies on Dalacker−Hopf
mechanism and Berson-TMMs will be presented in the near
future. In this study, a comprehensive theoretical investigation of
the thermal rearrangements of 1-hexen-5-yne, 1,2,5-hexatriene,
and 2-methylenebicyclo[2.1.0]pentane is carried out employing
density functional theory (DFT) and high level ab initio methods.
The potential energy surface (PES) for the Huntsman−Baldwin
system (Schemes 1 and 2) is explored to provide a theoretical
account of pyrolysis experiments by Huntsman,1 Baldwin,2 and
Roth.3 The rate constants and product distributions are predicted
using theoretical kinetic modelings.

■ COMPUTATIONAL METHODS
Computations in this study were mostly carried out by
using the GAUSSIAN 03 (RevD.01) program36 and the GAMESS
package.37 GAUSSIAN 03 was used for the density functional theory
and coupled-cluster (CC) computations, whereas GAMESS was used
for the complete active space self-consistent field (CASSCF)38−49 and
multireference second-order Møller−Plesset perturbation theory
(MRMP2)49−60 computations. For 3-dimensional chemical drawings,
the CHEMVP program was used.61

Geometry optimizations for the closed-shell and high-spin open-shell
molecules were performed with the DFT method (B3LYP func-
tional62,63) using the GAUSSIAN 03 program. Vibrational frequencies
were computed to characterize each stationary structure as a minimum,
TS, or whatever. After locating a TS, intrinsic reaction coordinate
(IRC)64−68 computations were carried out. In order to improve the
computed energies single-point frozen-core coupled-cluster singles and
doubles with perturbative triples [CCSD(T)]69−77 computations were
carried out at optimized DFT geometries. In all computations Pople’s
polarized triple-ζ split valence basis set, 6-311G(d,p), was employed.78−80

For the biradical 3, the geometry optimization and frequency comp-
utations were performed with the CASSCF method using the GAMESS
program package. At optimized geometries, single-point frozen-core
MRMP2 computations were carried out to improve the energy values.
In order to obtain a unique energy scale at CCSD(T)/6-311G(d,p)

level for the biradical 3, the vertical singlet−triplet energy differences
obtained via MRMP2 computations was used with the CCSD(T)
energy of the corresponding triplet states to obtain final energy of the
singlet biradical. This approximation can be formalized by

= +

−

E X E X E X

E X

( ) ( ) ( )

( )

1
CCSD(T)

3
MRMP2

1

MRMP2
3

(1)

where X is a biradical and E(1X) is the final energy of species 1X.
Among the singlet transition structures (TSs), the largest value of

⟨S2⟩ = 0.57 for the TS 3/4; while for all remaining TSs the value of ⟨S2⟩
is <0.50 at the B3LYP/6-311G(d,p) level. Further, when we optimized
TSs with the CASSCF method and performed single-point MRMP2
computations, we did not observe significant differences from
CCSD(T) predictions in relative energies. Hence, in presence of
small spin-contaminations for TSs; we can still trust on single-reference
methods such as DFT and CCSD(T).
Throughout this research, energies of all structures are presented

relative to species 6. Energies of all closed-shell singlets are from the
CCSD(T)/6-311G(d,p)//B3LYP/6-311G(d,p) level, while for the
biradical it is computed according to eq 1. All energies reported in this
paper include zero-point vibrational energy (ZPVE) corrections
computed at the DFT level.

■ THEORETICAL KINETIC MODELING
The rate constant for each isomerization reaction was computed
using the transition state theory (TST).81,82 The TST rate constant is
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where kB is the Boltzmann constant, h is Planck’s constant, ΔG⧧ is
the Gibbs free energy of TS relative to reactant, R is the ideal
gas constant, and T is the temperature. Then, simultaneous first-
order ordinary-differential equations were solved numerically
for the Huntsman−Baldwin system (Figure 1) to obtain

time-dependent concentrations and hence the product
distributions at a given temperature. The MATLAB 7.0.4
program package83 was employed to solve the coupled rate
equations.

■ RESULTS AND DISCUSSION

The relative energy profile for the Huntsman−Baldwin
mechanism (Scheme 1) is provided in Figure 2. Roth et al.3

determined the activation parameters of all steps in the
Huntsman−Baldwin mechanism (Scheme 1) by carrying out
thermolyses experiments.3 For the reaction 1 → 2 in the
forward direction their value for the activation energy is 32.8
kcal mol−1, whereas in the reverse direction it is 33.7 kcal mol−1 .
These findings also mean that species 1 is higher in enthalpy
than 2 by 0.9 kcal mol−1 . Even though the latter difference is
within the generally accepted chemical accuracy (or error) of
±1.0 kcal mol−1, it is remarkable that computations at appropri-
ate levels can nearly reproduce the difference with the
correct sign; we found 32.1 − 31.6 = 0.5 kcal mol−1 for it. On
the other hand, the computed barrier heights, 35.3 and 35.8
kcal mol−1, overestimate the experimental ones by 2.5 and
2.1 kcal mol−1 for the forward and reverse directions,
respectively.
The interconversions among 2, 5, 6, and 4 must be discussed

together since the reaction paths in all of these rearrangements
pass through the biradical 3. In this species the two radical
centers, being at a distance of 2.35 Å (Figure 3), should interact
weakly, and we therefore expect the singlet to be close to the
triplet. In order to test this hypothesis, we optimized the lowest
singlet and triplet states of the biradical at the (8e,8o) CASSCF/
6-311G(d,p) level. The active space consisted of two π orbitals
of methelene, two π orbitals from the radical centers, and
four σ orbitals of the CH2 group lying between two radical
centers. The σ orbitals of the mentioned CH2 group were
considered since structures 5 and 6 form via H-shifts. The triplet
minimum was found to be lower in energy, but only by 0.5 kcal
mol−1 at both the CASSCF and MRMP2//CASSCF levels,
which differs by 2.2 kcal mol−1 from results in Roth et al.’s
experiment.84 Further, Sherrill et al.85 predicted the singlet−
triplet energy splitting for 1,3-cyclopentanediyl to be ∼1 kcal
mol−1 . Hence, these results confirm our expectation.
The TS 3/4 is involved in the exo-endo interconversion of 4.

Roth experimentally studied this geometric isomerization in the
5-methyl derivative of 4 and determined the activation energy
for the exo-endo conversion as 24.5 kcal mol−1, whereas for

Figure 1. Mechanism considered for the kinetic simulation of the
Huntsman−Baldwin system.
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the reverse process it was 23.6 kcal mol−1.3 Our result, 54.8 −
32.5 = 22.3 kcal mol−1 agrees reasonably well with Roth’s
values. Further, for the 3 → 4 reaction the computed activation
barrier, 2.3 kcal mol−1, is in good agreement with the
experimental value of 3.1 kcal mol−1, which was obtained for
rearrangement of the dimethyl substituted analogue of 3 again
by Roth.3 In the same work, Roth also determined the
activation energies for the three reactions 4 → 2, 4 → 5, and
4 → 6 as 36.5, 35.8, and 35.8 kcal mol−1, respectively.
According to our findings (Figure 2), the rate-determining
barrier in the 4 → 2 transformation is the TS 2/3. The
theoretical barrier height in 4 → 2 is thus 69.0 − 32.5 = 36.5
kcal mol−1, in excellent agreement with Roth.
For the rearrangements of 2 to 5 and 6, a two-step

mechanism has been proposed1 that involves rate-determining
cyclization to the 1,3-biradical 3 followed by 1,2-hydrogen
migration in each of two possible directions giving the 5 and 6
molecules (Scheme 1). For the rearrangement of 2 to 3,
the reaction energy and barrier are computed as 20.9 and
37.4 kcal mol−1, respectively. The computed reaction energy is

consistent with Huntsman’s crude estimation of 18 kcal mol−1.1

Further, for the rearrangement of 3 to 5, the reaction energy
and barrier are predicted as −48.8 and 20.0 kcal mol−1,
respectively, while the corresponding results are −52.5 and
19.6 kcal mol−1 for the conversion of 3 to 6. The reaction energy
for the second step in the cyclization of 2 is estimated to be
approximately −50 kcal mol−1.1 Hence, our results, −48.8 and
−52.5 kcal mol−1, are again consistent with Huntsman’s crude
estimation of −50 kcal mol−1 .1 On the other hand, Roth’s
measurements indicate that the barriers 3/5 and 3/6 have the
same energy that is slightly lower (by 0.7 kcal mol−1) than that
of 2/3. This means that the same barrier 2/3 is rate-determining
in the conversions of 2 into 4, 5, and 6. Again in the same work,
Roth also determined the activation energies for the individual
reactions 2 → 5 and 2 → 6 as 36.6 and 36.8 kcal mol−1,
respectively.3 There is also the value 37.2 kcal mol−1 for 2 →
5 + 6, reported by Huntsman et al.1 We have found that the
enthalpy of 4 is 0.9 kcal mol−1 higher than that of 2. Assuming
that our computational result is correct and combining with
Roth’s value for 4 → 2, one would expect an activation energy
of 36.5 + 0.9 = 37.4 kcal mol−1 for the reverse reaction.
Furthermore, the computed barrier height is 69.0 − 31.6 =
37.6 kcal mol−1, in good agreement with the expected value. It
appears, therefore, that Huntsman’s value of 37.2 kcal mol−1 is
more reliable for the activation energy in 2 → 3.
Furthermore, Black et al.35 calculated the activation energy

for the 1 → 2 reaction as 30.7 and 33.0 kcal mol−1 at MP2/
6-31G(d)//RHF/6-31G(d) and B3LYP/6-31G(d) levels,
respectively, which are also consistent with our result. The
computed geometries of 1 and 2 are similar to those of Black
et al.,35 while the geometry of 1/2 is consistent with those
reported for Cope rearrangements.86−88 The computed geo-
metries of 1, 2, 1/2, 2/3, 5, 6, 3/5, 3/6, 4, and 3/4 are shown
in Figures 4−13.

Figure 2. Computed relative energy profile for the Huntsman−Baldwin mechanism.

Figure 3. Selected interatomic distances (Å) for structure 3.
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Moreover, the 3 molecule has two resonance structures as
shown in Figure 14. The cyclization of 3 via the second
resonance hybrid will yield a cyclic molecule with bridgehead
double bond. However, it is well-known that formation of such
a molecule is very difficult as expressed by Bredt’s rule, which
states that “a double bond cannot be placed with one terminus
at the bridgehead of a bridged ring system unless the rings are
large enough to accommodate the double bond without

Figure 4. Selected interatomic distances (Å) for structure 1.

Figure 5. Selected interatomic distances (Å) for structure 2.

Figure 6. Selected interatomic distances (Å) for structure 1/2.

Figure 7. Selected interatomic distances (Å) for structure 2/3.

Figure 8. Selected interatomic distances (Å) for structure 5.

Figure 9. Selected interatomic distances (Å) for structure 6.

Figure 10. Selected interatomic distances (Å) for structure 3/5.

Figure 11. Selected interatomic distances (Å) for structure 3/6.

Figure 12. Selected interatomic distances (Å) for structure 4.
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excessive strain.”89,90 Indeed, a B3LYP/6-311G(d,p) optimiza-
tion places the bicyclic molecule 69 kcal mol−1 above 4.
Our results for the kinetic simulation of Huntsman−Baldwin

mechanisms (Schemes 1 and 2) are provided in Tables 2 and 3,
and Figures 15−17. Relative free energies used as input in the
calculations are reported in Tables 4 and 5. For the Huntsman
mechanism our predictions are in good agreement with
experiment.1 All results at 340 and 385 °C with various
reaction times are in accord with experiment. However, when
initial molecule is chosen as 4 at 253 °C, our estimated product
fractions are at variance with the Andrews-Baldwin experi-
ment.2 They did not indicate a specific reaction time;
nevertheless, the main aspects of the mechanism can be
understood by analyzing time-dependent concentrations

presented in Figure 17. We calculate that (Figure 17), on
thermolysis of 4, species 1 and 2 are major products at a
reaction time of 1000 s at 253 °C, while 5 and 6 are still minor
ones. However, Andrews and Baldwin2 observed 2, 5, and 6 as
major products, and did not observe species 1.

Figure 14. Resonance structures of 3.

Table 2. Product Distribution for the Huntsman Mechanism
at 340 °C

reaction time (s) molecule % (computed) % (expt)a

62 1 35.1 29
2 55.6 65
4 0.4 0
5 3.3 2
6 5.6 3

130 1 31.5 24
2 49.8 62
4 0.4 0
5 6.9 6
6 11.5 8

150 1 30.5 20
2 48.2 50
4 0.4 0
5 7.8 13
6 13.1 17

Table 3. Product Distribution for the Huntsman Mechanism
at 385 °C

reaction time (s) molecule % (computed) % (expt)a

62 1 15.4 10
2 23.5 22
4 0.2 0
5 23.0 30
6 37.9 38

aReference 5.

Figure 13. Selected interatomic distances (Å) for structure 3/4.

Figure 15. Time-dependent fractions for the Huntsman mechanism at 340 °C temperature (initial molecule is 1).
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Figure 16. Time-dependent fractions for the Huntsman mechanism at 385 °C temperature (initial molecule is 1).

Figure 17. Time-dependent fractions for the Baldwin mechanism at 253 °C temperature (initial molecule is 4).

Table 4. Relative Free Energies (kcal mol−1) of the Minima
in the Huntsman−Baldwin Mechanism with Respect to 6 at
the CCSD(T)/6-311G(d,p)//B3LYP/6-311G(d,p) Levela

minimum G (253 °C) G (340 °C) G (385 °C)

1 29.38 28.66 28.28
2 28.81 28.08 27.70
3 52.42 52.25 52.15
4 33.71 33.91 34.02
5 3.71 3.71 3.71
6 0.00 0.00 0.00

aEnergy of the biradical 3 is computed according to eq 1.

Table 5. Relative Free Energies (kcal mol−1) of the TSs
in the Huntsman−Baldwin Mechanism with Respect to 6
at the CCSD(T)/6-311G(d,p)//B3LYP/6-311G(d,p)
Level

TS
G

(253 °C)
G

(340 °C)
G

(385 °C)

1/2 67.81 67.80 67.80

2/3 69.51 69.52 69.53

3/4 55.68 55.83 55.90

3/5 73.10 73.13 73.14

3/6 72.51 72.50 72.48
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■ CONCLUSIONS

In this research, thermal rearrangements of 1-hexen-5-yne and
several other isomers connected to it by chemical reaction
pathways were investigated employing the highest level of
theory available within our computational facilities. The relevant
portions of the lowest-energy, singlet-spin potential energy
surface of the C6H8 chemical systems were explored in order to
determine the reaction energies and activation parameters
accurately, with the ultimate objective of providing a theoretical
account of pyrolysis experiments by Huntsman,1 Baldwin,2 and
Roth3 on the target system. For this purpose, a combination of
DFT, CASSCF, MRMP2, and CCSD(T) methods were-
employed, all with the triple-split valence 6-311G(d,p) basis
set. Stationary points of closed-shell species (minima and TSs)
were located at the DFT level, while CASSCF was used for the
open-shell singlets (biradicals). Dynamical correlation was
included by single-point CCSD(T) calculations for the former
and by MRMP2 for the latter species. ZPVE corrections were all
at the DFT level.
The rate constants and product distributions were calculated

using theoretical kinetic modelings. The rate constant for each
isomerization reaction was computed using the transition state
theory (TST). The simultaneous first-order ordinary-differential
equations were solved numerically for the Huntsman−Baldwin
system (Figure 1) to obtain time-dependent concentrations and
hence the product distributions at a given temperature.
The computational results herein on the target system fully

support the mechanism experimentally studied by Huntsman,1

Baldwin,2 and Roth3 (Schemes 1 and 2). In particular, we
have verified that the reaction paths from 1 and 4 to 2, 5, and 6
all go through the biradical species 3. Roth had measured the
activation parameters for both the forward and reverse direc-
tions in each step in this mechanism. Our computed energy
values (reaction energies and activation parameters) are in
agreement with Roth’s experiments and the product distribu-
tions of Huntsman’s experiments at 340 and 385 °C with
various reaction times. However, our estimated product fractions
are at variance with the Andrews−Baldwin experiment. We
calculate that, on thermolysis of 4, species 1 and 2 are major
products at a reaction time of 1000 s at 253 °C, and 5 and 6 are
minor ones.
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